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DECISION TREE ENSEMBLE CONSTRUCTING
ALGORITHMS AND THEIR COMPARATIVE ANALYSIS

AHcaMOui JepeB pilleHb BBaKalOTh OJHUMM 3 HaiiGlibm edeKTHUBHUX
3aco0iB kaacudikaunii. Y Jgireparypi 3anponmoHOBaHO 3HAa4YHY KUIbKiCTb
AJITOPUTMIB Il iX MoOyl10BH, IIPOTe HA NPAKTHLI AKTYyaJbHHUM JIHIIAETbCSH
NUTAaHHA BUOOPY aJaroputrMmy, sAKuii 3a0e3medye HailBHIIy TOYHICTH
kiIacudikanii. Y 38’A3Ky 3 nuM y podori 0yJI0 NOCTABJICHO 32124y NOPiBHATH
ToYHicTh kJacudikanii ancam0asiMu AepeB pilleHb, NO0YT0BAHMMHU HAOIIb I
NoNyJSIPHUMH Ta MOTY:KHUMH aJITOPUTMAMH.

s BUKOHAHHA Wi€l 3agaui 0yJ0 CTBOpPeHO NporpamHe 3a0e3le4YeHHs, B
SIKOMY PpeaJli3oBaHO HACTYNHi aJIropuTMHM: BHMIAAKOBMI Jiic, cTeKiHr 3
BHUKOPHCTAHHSIM T'€HETHYHOI0 AJIrOPHTMY, AJrOPUTMH NOOYI0BHM aHcamOJiB
HAA3BHYA{HO BHIIAJKOBHX JepeB Ta JOCKOHAINX BHIIAJKOBHX JepeB, a TAKOK
BHKOPHCTAaHO Open-source peaJizanii BUIajAKoBOro Jjicy 3 makery Accord Ta
rpagientHoro Oycrinry 3 mnakery XGBoost. IIporpamne 3ale3snedeHHs
po3pobiiene Ha moBi C# y cepenopumii Microsoft Visual Studio y Burisiagi
HACTiTLHOIO J0AaTKy. 3a iioro /[0NOMOIoI0 NpPOBENEHO O0YMCIIBAIbLHI
exciepumMedTH Ha 10 peasbHux Ha0opax [AaHUX Ppi3HUX o0cAriB Ta
po3mipHocreid, B3aTHX 3 UCI Machine Learning Repository.

CyTb eKcHepuMMeHTY Ha KOKHOMY Ha0Opi JaHMX IOJIfArajia B HACTYIHOMY.
Ha6ip nanux BUnagkoBuM 4uHOM 0yJI0 PO30MTO Ha 2 YACTHHH: IOYATKOBY Ta
TecToBy. HaByajnbHy BuUKOpHCTaHO Ajis mo0ynoBu aHcamOa0 3 50 gepes, a
TeCTOBY — /ISl OLIHIOBAHHA TOYHOCTI kJjacudikanii. Bumagkose po3ourTs
Ha0opy ¥ ouiHky TouHOCTI KJacudikanii 6ys0 BukoHano 30 pasiB, micas yoro
00YMCJIEHO  cepedHE 3HA4YeHHA  TOYHOcTi  kiacudikauii Ta  iioro
cepelHbOKBajApaTu4yHe BinxuieHHs. Toai Oyno0 mnpoBeneHO TNOPiIBHAHHA
cepelHixX 3a 10MoMOro 1BOXBHOipKOBOIoO f TecTy Ha piBHI 3HauymocTi 0,05.

3a pesyabTaTaMH 00YHCIIOBAIBHAX ¢KCIICPUMEHTIB Halilkpamuii pe3yabTar
MO0Ka3aB AJIOPUTM INO0YI0BH aHCaMO0JII0 HAJA3BUYAiHO BHIAJAKOBHX [epeB:
nodynoBaHuii ancam0Jb MaB HAaliBHIy TOYHicTH Kiaacudikauii Ha 7 Hadopax
JaHuX i Ha Oinbmocti HaGopiB mepemir 200 He mMporpas iHIIMM aHCaMOJaAM.
Tpoxu ripmi pe3yJbTaTH NOKA3a/1M BUIAAKOBHI Jiic Ta rpaficHTHUI OyCTHHT 3
nakery XGBoost, siki BusiBHiIMcs1 KpamuMu Ha 5 ta 4 HaGopax BinmoBigHo Ta
He YacTo MNOCTyHajucsl 3a TOYHicTIO Kiaacupikauii iHmmM aaropurmam.
CTekiHr 3 BHKOPHCTAHHAM TeHeTHYHHX AJITOPUTMIB, aHCAMOIb HOCKOHATIHX
BHNAJKOBHX JepeB Ta BHNAIKOBHIA Jic i3 makeTy Accord moka3anm HaliHHKIY
TO4HicTh KkJacHdikanilo Ha OinbuiocTi HaGopiB.
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KunrouoBi cnoBa: xunacugixayis, Oepeeo piwens, ancambib Oepes piuiend,
mounicme Knacughixayii, 00uUCI08aIbHULL eKCRePUMEHN.

IIpoBenén cpaBHUTEJbHBI AaHAJM3 WIECTH AJITOPUTMOB IOCTPOCHHUS
ancam0Jieli JepeBbeB peleHuil. B kayecTBe MeTpHMKH BBIOPAHO TOYHOCTH
KiIaccupukanun HOBbIX HalOawogeHuil. CpaBHeHHe IIPOBEIEHO HAa OCHOBE
pe3yJibTaTOB BBIYMCINTENLHBIX 3JKCIEPHMEHTOB HAa peajbHbIX Hadopax
AaHHbIX. CONIAacHO pe3yabTATOB 3KCHEPUMEHTOB HAHUBBICHIYI0 TOYHOCTH
KJIaccupukanun odecneyns1 aJITOPUTM MOCTPOCHHsT YPe3BbIYAHO CJIy4YaiiHbIX
JepeBbeB.

KiroueBble cioBa: xunaccugukayus, Oepego peuienull, ancambib oOepesves
peutenuil, moYHOCHb KAACCUPUKAYUY, BLIYUCTUMENbHBIIL IKCHEPUMEHN.

A comparative analysis of six algorithms that construct a decision tree
ensemble was carried out. The classification accuracy for new data was chosen
as a metric. The comparison was based on the computational experiments
results with real datasets. The Extra-Trees algorithm provided the best result
according to the experiments results.

Keywords: classification, decision tree, decision tree ensemble, classification
accuracy, computational experiment.

Introduction and problem definition. The classification task is one of
the most important data mining tasks. It arises in such areas as commerce,
marketing, medicine, biology and many others. The classification task
concerns constructing a classifier for the prediction to which of a set of
categories (classes) a new observation belongs. A training dataset containing
observations whose category membership is known must be necessarily
given in order to construct the classifier.

Decision tree ensemble is one of the most popular tools for solving the
classification task. Many algorithms for constructing such ensembles have
been developed. But the problem of choosing the algorithm with the best
accuracy is very topical and important in practice. In this connection the
work is aimed at the comparison of the new observations classification
accuracy provided by decision tree ensembles constructed by different
algorithms.

Analysis of recent researches and publications. Decision tree
ensemble is a special case of a classifier ensemble in which decision trees
are used as basic classifiers. The main idea of the classifier ensemble is to
combine a set of basic classifiers in order to make more accurate predictions
than any single classifier is able to [1]. It is known that ensembles can
improve the accuracy, stability and robustness of basic classifiers. But the
following properties should be taken into account while constructing
ensemble: the correlation and diversity in basic classifiers, the number of
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classifiers in the ensemble, the method of combination of basic classifiers
predictions and the portion of the original dataset, used to train a certain
classifier, is also used to train other classifiers [1].

Some techniques have been developed to construct classifier ensembles
including decision tree ensembles: bagging, boosting, stacking [1].

Bagging (bootstrap aggregating) was proposed by Leo Breiman in 1994
[2]. It reduces the variance of classifiers and helps avoid overfitting. In
bagging each classifier (typically decision tree) in the ensemble is trained
on a random sample with replacement obtained from the training dataset
(bootstrap sample). The bootstrap sample has the same cardinality as the
original training set, but many of the original examples may be repeated in
the bootstrap sample while others may be left out. The predictions of the
trained classifiers are combined by majority voting. The Random Forest is
an extension over bagging with decision trees as basic classifiers [3]. It
differs from the bagging in one way: it uses a modified tree learning
algorithm in which a random subset of features (instead of all features) is
used while splitting each tree node. This random selection of features allows
to reduce the correlation in trees in the ensemble and thereby leads to better
ensemble performance.

As an extension of the Random Forest idea the Extra-Trees algorithm
that constructs an extremely randomized tree ensemble [4] and the
algorithm that constructs a perfect random tree ensemble [S5] can be
considered. Both of them combine decision trees in ensemble by majority
voting and build each tree on the entire dataset but randomly.

Boosting is another ensemble technique that sequentially constructs
“weak” classifiers (typically decision trees) each of which tries to correct
the errors of the previous ones. Then the “weak” classifiers are combined in
a “strong” one by weighted voting [1]. This technique reduces the bias of
classifiers. One of well-known boosting algorithms is AdaBoost (Adaptive
Boosting) developed by Robert Schapire and Yoav Freund in 1996. Each
“weak” classifier is trained on a random sample obtained from the training
dataset using examples weights. These weights change in each iteration of
the algorithm: they increase for examples that are misclassified and
decrease for examples that are correctly classified. Thus, the subsequent
classifier is trained to correctly predict the examples misclassified by the
previous ones. A more effective extension over boosting is gradient
boosting that was proposed in 1999 but was published officially later [6]. Its
idea is that boosting can be interpreted as an optimization algorithm on a
suitable cost function. In [6] it is introduced as an iterative functional
gradient descent algorithm. The gradient boosting is implemented in
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XGBoost [7], LightGBM and CatBoost libraries which have helped win
various machine learning competitions many a time. Their effectiveness can
be explained by the following key properties: work speed, possibility of
paralleling calculations and the video card power use, scalability for big
data and various optimizations of the original algorithm.

Stacking (1992) is a technique of combining classifiers, that introduces a
meta-learner concept. The stacking algorithm involves the following steps
[1]: 1) split the training set into two disjoint sets; 2) train several basic
classifiers on the first part; 3) test the basic classifiers on the second part; 4)
use the predictions from the third step as the inputs and the correct
responses as the outputs, train a higher level classifier. In [6] authors
proposed a modified stacking algorithm that uses a genetic algorithm (GA)
to create an ensemble and improve the performance of the standard stacking
algorithm [8].

Based on the carried out survey the most popular, widely used and well-
functioning (according to other experimental results) decision tree ensemble
constructing algorithms were chosen for comparison:

— Random Forest, based on bagging [3];

— Extra-Trees algorithm [4];

— algorithm that constructs a perfect random tree ensemble [5]

— gradient boosting and its implementation from XGBoost library [6, 7];

— GA-based stacking ensemble algorithm [8].

Task definition. The task is to carry out computational experiments to
compare the chosen decision tree ensemble constructing algorithms with
regard to the classification accuracy.

Main material. To perform the computational experiments own
software was developed in the Visual Studio on the C# programming
language. The software is a desktop application which allows to construct
ensembles using the Random Forest, Extra-Trees algorithm, algorithm that
constructs a perfect random trees ensemble, GA-based stacking ensemble
algorithm and also using open-source implementations of the Random
Forest (Accord. NET Framework [9]) and gradient boosting (XGBoost
library [7]). It has user friendly graphical interface and allows a user to

— load samples of any size and dimension,

— construct ensembles of as many trees as a user wishes,

— view constructed trees,

— analyze ensemble constructing time and the total number of leaves,

— estimate the classification accuracy using a test set or cross-validation.

The software also allows comparing the mean classification accuracy
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over randomly partitions of a dataset for different algorithms using the two-
sample ¢ test [10].
The main program window is shown in Figure 1.

B Decision trees - O X
Load sample Ensemble: Genetic Stacking~ Trees: |10 Build ensemble
Tree: Tree #1, w = 0,167 ~ Layout: Tree~ Time elapsed: 860.9509

Total leaves: 49 Accuracy test Test all algorithms

Tree | Sample

Records: 67
pl < 2,35 pl > 2,35
Iris-setosa (G=lale]gs -2

1.47x

11 pl <438 pl > 4,8

Iris-versicolor  Iris-virginica

Figure 1 — The main program window

In order to compare algorithms implemented in the software, we carried
out computational experiments on 10 real datasets with different sizes and
dimensions using the created software. All the datasets were taken from the
UCI Machine Learning Repository [11].

The experiment for each dataset and algorithm was conducted in this
way. The dataset was randomly split into two sets: training and test. An
ensemble of 50 trees was learned on the training set using the algorithm and
the classification accuracy was estimated on the test set. To reduce the
variability arising due to random splitting and randomness in the algorithm
this process was repeated 30 times and the results were averaged over the
splits. The mean classification accuracy over 30 splits and standard
deviation of the mean were calculated.
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Then a statistical test to compare the mean classification accuracy of the
different algorithms was performed. For this purpose, the two-sample two-
sided ¢ test with a 95% confidence level was used.

The mean classification accuracy obtained for each algorithm and
dataset is given in Table 1. The algorithms in the table are denoted as
follows: RF is the implementation of the Random Forest, ARF is the
Random Forest implementation from the Accord.NET Framework, ET is the
Extra-Trees algorithm, GS is the GA-based stacking ensemble algorithm,
PERT is the algorithm that constructs a perfect random tree ensemble, XGB
is the gradient boosting implementation from the XGBoost library. The
datasets characteristics are denoted as follows: n — training set size; N — full
dataset size; k — number of attributes (discrete and continuous); ¢ — number
of classes. The maximum mean classification accuracy and the accuracies
that equal it according to the two-sample # test are marked bold in Table 1.

Table 1
Mean classification accuracy * standard deviation of mean

Ne n/Nlk/c RF ARF ET GS PERT | XGB

1 200/351/ {0,934+ 0,932+ 0,926+ | 0,913+ 0,909+ 0,924 +
34/2 0,015 | 0,018 0,02 0,022 | 0,019 | 0,021

2 [1000/15000/| 0,972+ (0,968 £ 0,973 £ | 0,965+ | 0,963 +| 0,97 +
82 0,002 | 0,003 | 0,002 | 0,003 | 0,006 | 0,002

3 |1000/40212/| 0,891 +| 0,886 + | 0,893 +| 0,887 + | 0,883 + | 0,892 +
26/2 0,003 | 0,005 | 0,002 | 0,004 | 0,001 | 0,003

4 | 300/569/ [0,957+(0,941+(0,965+|0,945+|0,952+|0,956+
30/2 0,012 | 0,015 0,01 0,012 | 0,011 | 0,012

5 100/178/ | 0,971+ 0,926+ | 0,971 = | 0,938 | 0,976 + | 0,963 +
13/3 0,015 | 0,028 | 0,017 | 0,027 | 0,016 | 0,021

6 | 500/1728/ |0,882+]0,939+(0,944+| 0,87+ | 0,867+ 0,956 +
6/4 0,014 | 0,011 0,01 0,013 | 0,015 | 0,011

7 100/150/ | 0,949 +| 0,946 £+ | 0,951 = | 0,953 + | 0,955+ | 0,946 +
4/3 0,028 | 0,028 | 0,029 | 0,024 | 0,022 | 0,025

8 | 200/303/ |0,574+|0,532+| 0,54+ |0,572+|0,574+|0,553 +
13/5 0,041 0,04 0,035 | 0,038 | 0,046 0,04
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9 | 100/121/ |0,725+ 0,656+ | 0,679 = | 0,705 | 0,686 = | 0,74 +
49/2 0,073 | 0,114 | 0,098 | 0,069 | 0,097 | 0,081
10| 500/1372/ | 0,986+ | 0,971 +| 0,995 % | 0,978 + | 0,996 % | 0,987 +
42 0,005 | 0,01 | 0,004 | 0,007 | 0,003 | 0,006

Table 2 reports on the “win/draw/loss” statuses of all pairs of algorithms
by the results of the ¢ test performing. In each pair the algorithm had the
“win” status if its mean classification accuracy was greater than that of
another algorithm, the “loss” status if it was less and “draw” status
otherwise.

Table 2
Amount of the “wins/draws/losses” statuses of the algorithm in the row
versus the algorithm in the column according to the t test

RF ARF ET GS PERT XGB

RF - 7/2/1 2/3/5 7/3/0 4/5/1 3/6/1

ARF 1/2/7 - 0/5/5 3/4/3 4/2/4 0/2/8

ET 5/3/2 5/5/0 - 7/2/1 5/4/1 3/5/2

GS 0/3/7 3/4/3 1/2/7 - 1/6/3 0/4/6

PERT 1/5/4 4/2/4 1/4/5 3/6/1 - 2/3/5
XGB 1/6/3 8/2/0 2/5/3 6/4/0 5/3/2 -

Considering the computational experiments results the Extra-Trees
algorithm showed the best performance: the ensemble constructed using it
had the maximum classification accuracy on 7 datasets and won or at least
did not lose with respect to the ensembles constructed using other
algorithms on most datasets. The Random Forest and the gradient boosting
from the XGBoost library provided the maximum classification accuracy on
5 and 4 datasets respectively and very rarely lost with respect to other
algorithms (Table 2). The algorithm that constructs a perfect random tree
ensemble, the GA-based stacking ensemble algorithm and the Random
Forest from the Accord. NET Framework often lost.

Conclusions. In the paper the comparative analysis of six decision tree
ensemble constructing algorithms with regard to the classification accuracy
was carried out. The computational experiments were performed on 10 real
datasets with different sizes and dimensions from the UCI Machine
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Learning Repository. The experiments were performed with the software
developed in the Visual Studio on the C# programming language. According
to the experiments results the Extra-Trees algorithm showed the best
performance (the maximum classification accuracy on 7 datasets out of 10).
The Random Forest and the gradient boosting from the XGBoost library
also provided good classification accuracy with respect to other algorithms.
The worst results were obtained using the algorithm that constructs a perfect
random tree ensemble, the GA-based stacking ensemble algorithm and the
Random Forest from the Accord. NET Framework.

Further researches can be directed to discover the relationship between
the number of trees in the ensemble and the classification accuracy.
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